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Abstract
Information gathering is an important capability that allows
chatbots to understand and respond to users’ needs, yet the
effectiveness of LLM-powered chatbots at this task remains
underexplored. Our work investigates this question in the context
of clinical pre-consultation, wherein patients provide information
to an intermediary before meeting with a physician to facilitate
communication and reduce consultation inefficiencies. We
conducted a study at a walk-in clinic with 45 patients who
interacted with one of three conversational agents: a chatbot, a
questionnaire, and a Wizard-of-Oz. We analyzed patients’
messages using metrics adapted from Grice’s maxims to assess the
quality of information gathered at each conversation turn. We
found that the Wizard and LLM were more successful than the
questionnaire because they modified questions and asked
follow-ups when participants provided unsatisfactory answers.
However, the LLM did not ask nearly as many follow-up questions
as the Wizard, particularly when participants provided unclear
answers.

CCS Concepts
• Human-centered computing → Empirical studies in HCI; •
Applied computing→ Health informatics.

Keywords
Pre-consultation, chatbot, LLM, primary care, walk-in clinic
ACM Reference Format:
Brenna Li, Saba Tauseef, Khai N. Truong, and Alex Mariakakis. 2025. A
Comparative Analysis of Information Gathering by Chatbots,
Questionnaires, and Humans in Clinical Pre-Consultation. In CHI
Conference on Human Factors in Computing Systems (CHI ’25), April 26–May

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
CHI ’25, Yokohama, Japan
© 2025 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 979-8-4007-1394-1/25/04
https://doi.org/10.1145/3706598.3713613

01, 2025, Yokohama, Japan. ACM, New York, NY, USA, 17 pages.
https://doi.org/10.1145/3706598.3713613

1 Introduction
Large language models (LLMs) have accelerated the capabilities of
chatbots to carry out intelligible and human-like conversations.
From customer service [13, 31, 70] to public health [30, 41, 107],
chatbots are being used to collect information from users and
provide personalized assistance tailored to individuals’ needs in an
automated manner. These two separate tasks — information
gathering and task execution — are equally vital to the success of
chatbots in their target applications. For instance, errors in
diagnostic chatbots often arise from flawed decision-making
driven by incomplete symptom information [28, 59, 111]. While
most contemporary evaluations of LLM-powered chatbots are
primarily concerned with task execution, our work focuses strictly
on studying information gathering as a necessary and critical
prerequisite.

In order to study information gathering without confounders
from other objectives, we selected an application domain where a
chatbot was strictly designed for this purpose: clinical
pre-consultation. During pre-consultation, patients share
preliminary information about their health concerns and medical
history to an intermediary, which then relays key details to
physicians to help them better prepare for their appointment [94].
The intermediary usually takes one of two forms. The first entails
a web-based questionnaire that is easy to distribute [4, 44, 94] but
suffers from the same survey fatigue associated with other static
forms [22, 74, 80]. The second entails a human intake nurse asking
questions. While nurses can convey empathy and adapt their line
of questioning to patients’ responses [8, 48, 68], they are a valuable
resource in clinics that could be used for other services. Balancing
the trade-offs between these two approaches, researchers have
proposed chatbots that can be distributed at scale with adaptive
and empathetic conversational abilities [69, 99]. Prior work has
investigated the acceptability of such a chatbot in clinical
settings [57]; however, to the best of our knowledge, the quality of
the information gathered by a pre-consultation chatbot relative to
existing solutions remains underexplored. We operationalize this
goal with two research questions:
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(RQ1) How do dynamic and static pre-consultation processes
compare in terms of the quality of information gathered
from participants’ initial responses?

(RQ2) How do LLM-powered chatbots and humans compare in
the ways that they follow up on unsatisfactory question
responses?

To answer these questions, we conducted a study at a real
walk-in clinic with 45 patients who underwent pre-consultation
with one of three conversational agents: a static questionnaire, an
LLM-powered chatbot, and a Wizard-of-Oz. The agents were all
designed to gather answers to the same 15 questions commonly
used in clinical pre-consultation, but only the latter two were able
to adapt to participants’ responses. We analyzed the dialogues
using four metrics (clarity, depth, informativeness, and relevance)
derived from Grice’s maxims [33, 109], which outline principles
that guide effective and cooperative communication between
speakers. After assessing the different patterns associated with
unsatisfactory responses by participants according to our
conversation metrics, we examined how often each agent was able
to solicit a satisfactory response with and without follow-up, as
well as the scenarios where each of the dynamic agents failed to
remedy an unsatisfactory response. We found that the dynamic
questions generated by the LLM and Wizard agents were more
effective than those from the static questionnaire in gathering
information that was clear, detailed, informative, and relevant.
However, the LLM agent still had room for improvement in its
follow-up questioning, particularly when participants provided
unclear answers. To summarize, our main contributions are as
follows:

• An approach inspired by Grice’s maxims [33, 109] to
evaluate an LLM-powered chatbot’s information-gathering
capabilities,

• Evidence from the analysis of 45 pre-consultation
interactions showing that dynamic agents are more
effective at gathering information, particularly by using
follow-up questions to improve the clarity, depth,
informativeness, and relevance of patient responses, and

• Design considerations for future chatbot developers
evaluators within and beyond health contexts.

2 Related Work
We begin by providing an overview of how chatbots utilize
information-gathering techniques to understand their users. We
then shift our focus towards clinical pre-consultation as a prime
example where chatbots are being used strictly for information
gathering without any other objectives. We conclude by
enumerating various techniques researchers have used to evaluate
chatbots across these domains.

2.1 Chatbots for Gathering Information
Gathering information is a crucial aspect of many chatbot
interactions. Chatbots built using LLMs can be easily designed to
engage in semantically coherent conversations, exhibiting
human-like traits like acknowledgments of previous statements
and adaptive questioning to promote self-disclosure from users
[47, 49, 60, 99, 109]. These affordances have led to deployments of

information-gathering chatbots across a variety of domains [13],
including but not limited to education [38, 77, 85], customer
service [13, 31, 70], and healthcare [30, 41, 107].

However, deploying LLM-powered chatbots for this purpose
does not come without its challenges, particularly when it comes
to debugging errors. When a chatbot fails to perform as expected,
it can be difficult to determine whether the error stems from faulty
information gathering or an issue with decision making and task
execution [45, 106]. The black-box nature of LLMs further
complicates this issue, especially in healthcare, where the risk of
uncertainty greatly impacts adoption [28]. For instance, when a
diagnosis chatbot provides an incorrect assessment, it is often
unclear whether the chatbot failed to determine the correct
diagnosis or the chatbot was given incomplete or ambiguous
information [10, 59] This lack of transparency makes it
challenging to address the root cause of such errors.

2.2 Clinical Pre-consultation and Health
Chatbots

Clinical pre-consultation involves gathering preliminary
information about a patient prior to their visit to facilitate the
physician consultation [94, 95, 102]. This process is often
structured yet open-ended [34, 44], starting with questions about
patients’ reasons for the visit and relevant medical history, and
then ending with the opportunity for patients to voice any
concerns they would like to have addressed during the
consultation [25, 27, 78]. There are various benefits of
pre-consultation for both physicians and patients, largely
stemming from improved communication between the two parties.
For physicians, pre-consultation improves efficiency and reduces
documentation burden [94, 104]. Patients have also shown greater
engagement, reduced anxiety, and appointment satisfaction when
they go through a pre-consultation [86, 112].

Researchers have proposed that chatbots can automate many
clinical processes to alleviate human resources. These studies are
often motivated by the strong performance of LLMs in both
answering medical questions and conducting engaging
conversations with human users [1, 9, 101]. However, most
existing work has focused on diagnostic chatbots that provide
medical recommendations after the user has explained their
symptoms or concerns [52, 93, 100]. Despite the potential benefits,
diagnostic chatbots pose significant detriments in the event of
misdiagnosis or improper guidance [6, 28]. The accuracy of these
chatbots also depends on both the quality of information provided
by the user and the reasoning of the chatbot itself [28, 59, 111].

In contrast, pre-consultation chatbots are strictly designed to
collect comprehensive patient information to better prepare
physicians for consultations [4, 63, 71]. This nuance makes
pre-consultation chatbots an exemplary testbed for exploring the
information-gathering capabilities of LLM-powered chatbots
without confounders from other objectives. While Ni et al. [69]
and Te Pas et al. [99] proposed potential designs for this purpose,
we recently deployed and evaluated such an LLM-powered
chatbot [57]. Our work was primarily concerned with how patients
felt about interacting with a pre-consultation and how those
opinions could inform the design of future systems. However, we
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did not examine the quality of the information exchanged and the
potential chatbot behaviors that led to successes or failures in that
process. This paper provides a rigorous analysis of
pre-consultation chatbot transcripts to fill this gap.

2.3 Evaluating Chatbots and Conversations
To date, there are no widely accepted methods for robustly
evaluating LLMs across domains, due in large part to the lack of
consensus on appropriate evaluation criteria and metrics [2]. For
the purposes of our work, we categorize existing approaches into
three categories: objective evaluations, subjective evaluations by
users, and subjective evaluations by researchers. We elaborate on
these three categories below.

2.3.1 Objective Evaluations. Objective chatbot evaluations often
involve developing an algorithm to assess a chatbot’s performance,
making them ideal for running repeatable and reproducible
experiments at scale [7, 91]. Some of these approaches prioritize
the semantics of the conversation, attributing success to formal
definitions of reply coherence [91]. For example, BLEU [76] and
ROUGE [61] scores have historically been used across natural
language processing to rate the quality of machine-generated text
against human-generated references. However, these scores are
quickly becoming less applicable as LLM-powered chatbots
increasingly excel at producing fluent and coherent sentences. A
second set of objective approaches evaluates chatbots from the
perspective of task completion rate [14], but this limits the
evaluation to a specific domain, making it difficult to generalize
the findings to other applications [65].

2.3.2 Subjective Evaluations by Users. Subjective chatbot
evaluations often involve recruiting human participants to provide
feedback on the chatbot interactions. Many researchers have
argued that user-based evaluations are accurate predictors of a
chatbot’s performance and adoption [2, 90], yet the criteria that
users are asked to assess can depend on the chatbot’s intended
purpose [16]. Metrics can include but are not limited to people’s
opinions of the chatbot’s conversation efficiency [103], personality
and tone [40, 98], interface [40], and engagement [21, 88]. Despite
being regarded as more comprehensive than objective evaluations,
subjective evaluations are often inconsistent and difficult to
reproduce [16, 65]. Some qualitative evaluations are conducted at
scale with crowd workers [89, 108], while others rely on
small-sample usability studies [40]. Even with the same users,
results may vary across evaluations [2]. Xiao et al. [108] attempted
to standardize these metrics with a meta-metric evaluation, but
their participants and data samples still exhibited significant
variation.

2.3.3 Subjective Evaluations by Researchers. To evaluate chatbots
in a more rigorous and methodical manner while still
incorporating elements of human interpretation, researchers have
proposed and applied various techniques to evaluate
human-chatbot interactions themselves. Many of these approaches
are based on Grice’s maxims [33], which describe the rules
followed by people in conversation. The four maxims — quantity,
quality, relevance, and manner — have been widely used in chatbot
evaluation studies to assess the clarity and appropriateness of

information exchanged between users and conversational
agents [42, 92, 108].

In healthcare specifically, existing evaluation metrics by
researchers have largely focused on patient-physician
communication, such as how well physicians allow patients to
share their concerns using accessible language [39], or how
physicians structure their questioning to maximize patient
disclosure [20]. Furthermore, studies like the one by Ben-Shabat
et al. [10] have shown that many existing healthcare chatbots
struggle with satisfactory data collection, although this finding
was supported by vignettes rather than formal metrics.

To the best of our knowledge, none of the aforementioned
techniques have been used specifically to evaluate a chatbot’s
capacity to gather information, especially in the context of clinical
pre-consultation. Our work adapts Grice’s maxims for this exact
purpose, comparing a chatbot against both a static questionnaire
and a Wizard-of-Oz medical professional to identify opportunities
for improvements.

3 Methods
This section describes the study protocol and analysis plan that was
used to investigate our research questions. The study was approved
by the Research Ethics Board at the University of Toronto (Protocol
#41033) and the supervising manager at the clinic where we held
our study.

3.1 Participants
Forty-five patients were recruited from a walk-in medical clinic in
the Greater Toronto Area. The exclusion criteria included being
under 18 years old and having difficulty reading and writing in
English. Additionally, patients could only participate in the study
if they were visiting the walk-in clinic for a new presenting
symptom, as that would be the most relevant clinical scenario for
pre-consultation. A full breakdown of the participants’
demographics can be found in Table 1.

3.2 Study Conditions
Since the walk-in clinic where we conducted our study did not
have a pre-consultation process in place but had an interest in
exploring its use, we used the list of pre-consultation questions from
our own prior work [57], which itself was compiled from existing
pre-consultation questionnaires [68, 86, 104, 112]. To answer our
research questions regarding the ability of an LLM-powered chatbot
to gather information relative to humans and static questionnaires,
we implemented three agents:

• Questionnaire: This agent acted as a turn-based
questionnaire without any flexibility in changing the
questions’ order or content.

• LLM: Rather than creating our own LLM-powered chatbot,
this agent utilized a chatbot powered by OpenAI’s GPT-4
and initialized with the prompt we had previously
tested [57]. The prompt instructed the chatbot to take a
medically professional tone and not make any medical
recommendations. The prompt also gave the chatbot the
liberty to add, skip, reword, or reorder questions; however,
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Table 1: The demographics of our patient participants (N = 45). The percentages reported are with respect to the overall study
cohort.

Categories Questionnaire,
N (%)

LLM,
N (%)

Wizard,
N (%)

Total,
N (%)

Male 7 (15.6%) 6 (13.3%) 9 (20.0%) 23 (48.9%)Gender Female 6 (13.3%) 10 (22.2%) 7 (15.6%) 22 (51.1%)
18–24 0 (0%) 0 (0%) 2 (4.4%) 2 (4.4%)
25–34 10 (22.2%) 11 (24.4%) 7 (15.6%) 28 (62.2%)
35–44 2 (4.4%) 2 (4.4%) 4 (8.9%) 8 (17.8%)
45–54 1 (2.2%) 0 (0%) 2 (4.4%) 3 (6.7%)

Age

55–64 0 (0%) 3 (6.7%) 1 (2.2%) 4 (8.9%)
High school 0 (0%) 2 (4.4%) 4 (8.9%) 6 (13.3%)
College or technical certificate 1 (2.2%) 4 (8.9%) 1 (2.2%) 6 (13.3%)
University Bachelor’s degree 7 (15.6%) 8 (17.8%) 7 (15.6%) 22 (48.9%)
Graduate or professional degree 4 (8.9%) 1 (2.2%) 4 (8.9%) 9 (20.0%)

Education
Level

Prefer not to say 1 (2.2%) 1 (2.2%) 0 (0%) 2 (4.4%)
Average 3 (6.7%) 3 (6.7%) 3 (6.7%) 9 (20.0%)
Somewhat above average 8 (17.8%) 11 (24.4%) 7 (15.6%) 26 (57.8%)Technology

Proficiency Far above average 2 (4.4%) 2 (4.4%) 6 (13.3%) 10 (22.2%)

Table 2: The list of pre-consultation questions for which all study agents were expected to collect answers from participants.
These questions were taken from our previous work [57].

Q1 What is the reason for your visit today?
Q2 What symptoms are you experiencing?
Q3 How would you rate the discomfort these symptoms are causing you on a scale of 1-10?
Q4 How long have you been experiencing these symptoms?
Q5 Have you been treated for these symptoms before? If so, what was the treatment?
Q6 Do you have anything else you want to mention about your medical symptoms?
Q7 Do you have any chronic medical conditions?
Q8 Are you currently taking any medications?
Q9 Have you had any surgeries in the past?
Q10 Do you have any allergies?
Q11 Do you have any family history of medical conditions?
Q12 Have you ever had any major illnesses or hospitalizations?
Q13 Do you use tobacco, alcohol, or recreational drugs?
Q14 Do you have a personal or family history of mental health conditions?
Q15 Do you have anything else you want to discuss about your medical history?

it included an explicit warning not to double-barrel
questions.

• Wizard: This agent was operated by one of two medically-
licensed healthcare professionals who acted as a Wizard-
of-Oz chatbot. Their instructions matched those that were
given to the chatbot for the LLM agent.

The Questionnaire agent served as a control condition to isolate
the effects of the adaptive interactions exhibited by the LLM and
Wizard agents, addressing RQ1. The Wizard served the opposite
role, providing a benchmark for the highest level of adaptability
possible and allowing us to investigate RQ2.

All interactions with participants took place over Highside1 — a
HIPAA-compliant and secure online messaging platform with a

1https://highside.io/

basic text-based interface — to standardize the agents’
presentation. Highside also served as a proxy for redacting
personally identifiable information before messages were
transmitted to OpenAI for the LLM agent. To do this, a researcher
copy-and-pasted responses between the Highside and a separate
OpenAI interface while removing any identifying information (e.g.,
name, address).

3.3 Study Design
Administrative staff provided a brief introduction to the study to
all eligible patients who entered the walk-in clinic. If a patient
expressed interest, a research teammember approached them in the
waiting room to explain the protocol in greater detail. To minimize
disruption to patients’ scheduled appointments, the research team
only approached those with waiting times exceeding 30 minutes.
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After obtaining consent, participants were taken to a study
room within the clinic, where they first completed a pre-study
questionnaire that included questions about their demographics
and experiences with chatbots. Participants were then randomly
assigned to one of the three study conditions. Regardless of their
assigned condition, participants were informed that they would
interact with a chatbot that would ask questions about their
medical concerns and relevant medical history. They were also
made aware that a summary of their conversation with the chatbot
would be provided to their doctor for review before their
consultation; a medical resident actually generated this summary
in real time. After participants were introduced to the chatbot
interface, they completed the pre-consultation process which
typically took between 10 and 15 minutes. Participants were then
given a post-interaction survey to capture their experiences and
feedback.

At the end of the study, participants were fully debriefed about
the conditions and capabilities of the chatbot with which they
conversed. They were then escorted back to the waiting room,
where the clinic staff would call them into a consultation room for
their normal consultation with a doctor.

3.4 Analysis Codebook
Our work draws inspiration from Xiao et al. [109] by focusing our
analysis on the ability of chatbots to gather information. Using
Grice’s maxims [33], we created a brief codebook that would allow
us to methodically characterize the information communicated at
each conversation turn. Our new metrics — clarity, depth,
informativeness, and relevance — are defined in Table 3. The
"manner" and "relation" maxims were directly mapped to message
codes that we called "clarity" and "relevance" respectively. Clarity
was defined as the level of ambiguity in the patient’s response,
while relevance was defined as the degree to which the patient’s
response addressed the question rather than another topic. Finally,
the "quantity" maxim was split into two separate message metrics:
depth, which related to the level of detail in the patient’s response,
and informativeness, which was the degree to which the patient’s
response added new knowledge. Although each of these metrics
lies on a spectrum, we split them into binary codes (i.e., clarity ∈
[clear, unclear]) for consistency in our analyses in light of diversity
in patients’ verbosity and case complexity.

It is important to note that, similar to Xiao et al. [109], we
omitted Grice’s maxim of "quality" from our analysis because
participants generally have little incentive to provide false
information to healthcare providers. This decision was also
motivated by the fact that evaluating the robustness of the
information would have required input from the consulting
physicians themselves, which would have dramatically impacted
their workflow in the busy walk-in clinic. While physicians
received a summary of patients’ conversations with the agents, the
medical professionals who generated those summaries often
removed information to promote efficiency and used their own
language to enhance clarity, introducing additional variables
warranting significant consideration.

Because of the lack of a ground truth for the pre-consultation
process, we could not code the conversations according to whether

participants provided a complete response to a question. Instead,
we used the combination of our four conversation metrics to
determine whether participants provided a satisfactory response to
each question. For each question, we examined the first relevant
conversation turn to see if they had four favorable codes indicating
a response that was clear, deep, informative, and relevant. If it did,
we considered the question to be answered in a satisfactory
manner. If it did not, we examined any and all follow-up messages
to see if deficiencies were remedied. Those with addressed
deficiencies were considered satisfactory, while those that did not
were considered unsatisfactory.

3.5 Analysis Procedure
Two researchers manually coded all 45 participant dialogues: one
who is an expert in human-computer interaction and another with
extensive medical training. The researchers coded 730
conversation turns according to the metrics listed in Table 3. The
researchers also coded each turn according to the questions listed
in Table 2 so that we could readily identify which questions were
sufficiently answered. Note that this mapping was many-to-many
for the Wizard and LLM agents. The same question may have been
answered over multiple conversation turns; conversely, the same
patient response may have addressed multiple questions.

Both researchers read and coded all of the conversations using
an iterative process to maximize validity and rigor. The two
researchers first independently coded ∼10% of the conversations.
After they convened to discuss the differences and established
more consistent coding criteria, they reviewed the rest of the
conversation data using the updated coding criteria. Each
conversation turn was assigned four codes corresponding to our
conversation metrics, resulting in a total of 2,920 codes being
assigned by each researcher. According to Cohen’s Kappa score,
the inter-rater reliability between the researchers was 0.85,
indicating substantial agreement. Using the codes, we established
whether each response was satisfactory or not using the scheme
described previously. An added benefit of this process was that it
enabled us to identify seamless and problematic exchanges
according to the number of unsatisfactory responses given by
participants.

4 Results
The final dataset comprised transcripts from 13 participants who
interacted with the Questionnaire agent, 16 participants who
interacted with the LLM agent, and 16 participants who interacted
with the Wizard agent. Since prior work has already investigated
patients’ perspectives on pre-consultation chatbots [57], we briefly
discuss this topic from the lens of conversational efficiency and
information gathering. We then delve into our two research
questions, examining the contributing factors that led to
deficiencies in participants’ initial responses to agent questions
(RQ1) and how the dynamic agents were able to address these
initial shortcomings with follow-up questions (RQ2).

Recognizing that the answers to these questions may be
influenced by the complexity of the medical concerns raised by
participants, we forgo stratifying our analyses in this way;
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Table 3: The metrics used to assess the quality of patient’s responses to agents’ questions. Messages were assigned a binary
value for each metric (i.e., clarity ∈ [clear, unclear]) to simplify our analyses.

Conversation
Metric

Relevant
Gricean
Maxim

Definition Example of Failure

Clarity Manner The level of unambiguity in
the patient’s response

Chatbot: Are you currently taking
any medications?
Participant: Yes, the pill.

Depth Quantity
The level of detail to which
the patient’s response answered
the question

Chatbot: Do you have any chronic
medical conditions?
Participant: Yes

Informativeness Quantity
The degree to which the patient’s
response added new insights about
their medical concern or history

Chatbot: What is the reason for your
visit today?
Participant: Pain on my right earlobe
Chatbot: What symptoms are you
having?
Participant: Pain on my right ear

Relevance Relation
The degree to which the patient’s
response addressed the question
rather than another topic

Chatbot: How would you rate the
discomfort these symptoms are
causing you on a scale of 1-10?
Participant: My primary concern is
the lump on my back.

however, an anonymized list of patients and the reasons for their
visit can be found in Supplementary Table S1.

4.1 Overview of Agent Behaviors
Table 4 shows high-level trends associated with each agent: their
success at eliciting satisfactory responses from participants, their
propensity for modifying the initial set of questions included in
their prompt, and their propensity for adding follow-up questions.
We found that the Questionnaire agent performed the worst in
eliciting satisfactory responses, only achieving a success rate of
79.7%. In contrast, the LLM andWizard agents demonstrated higher
success rates at 85.3% and 85.6%, respectively. While both agents
reordered and skipped questions at a similar rate, the Wizard agent
asked over ×5 as many follow-up questions compared to the LLM
agent.

4.1.1 General Perceptions of Pre-consultation Agents. In the post-
interaction survey, participants generally appreciated the value of
a pre-consultation process. However, many could easily discern
when they were interacting with the static agent. This was evident
in comments like the one from P32, who remarked:

"It felt weird to write down my medical history in this
questionnaire as opposed to talking to a human."
(P32, Questionnaire agent)

The static nature of the questionnaire also frustrated some
participants. For instance, P29 noted that they could not ask
questions back to the agent, while P4 expressed:

"I wished it would learn from previous answers, so I
don’t have to repeat myself."
(P4, Questionnaire agent)

These remarks reflect the common challenges associated with static
approaches to information gathering.

In contrast, participants who interacted with the LLM agent
described the experience as more thorough and dynamic compared
to static intake methods like paper forms. Confirming the potential
efficiency and engagement LLM-powered chatbots can afford, P5
commented:

"It was more thorough than a piece of paper with a box
asking why I’m there, which would help save physicians
time because they’d already have an idea of what’s
going on prior to seeing you."
(P5, LLM agent)

However, some participants found that the LLM agent’s questions
lacked depth. For example, P44 shared:

"I like the fact that all the questions are simple and
straightforward. But I was expecting more profound
questions about my reason for being here."
(P44, LLM agent)

This observation hints at the difference in the follow-up questions
that were asked, which we examine later in our analyses.

Participants who conversed with the Wizard agent often
reported being impressed by how human-like the interaction felt.
P14 captured this sentiment by saying:

"Great interaction, doesn’t feel like talking to a robot."
(P14, Wizard agent)

This feedback confirms the importance of creating a more natural
experience. However, the Wizard agent was not without its flaws.
Some participants felt the interaction lacked the level of empathy
they desired. As P2 noted:
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Table 4: An overview of how each agent went through the pre-consultation process with participants.

Agent Participants,
N

Conversation
Turns, N

Satisfactory
Responses,

N (%)

Reordered
Questions,

N (%)

Skipped
Questions,

N (%)

Follow-up
Questions,

N (%)
Questionnaire 13 198 158 (79.7%) 0 (0%) 0 (0%) 0 (0%)
LLM 16 248 211 (85.3%) 13 (5.2%) 5 (2.0%) 9 (3.6%)
Wizard 16 284 243 (85.6%) 14 (4.9%) 5 (1.8%) 48 (16.9%)

"It was direct and polite, but it also didn’t feel as
personable as I would have hoped."
(P2, Wizard agent)

These responses suggest that while the Wizard agent excelled at
creating a human-like interaction, there is still room to enhance its
emotional resonance.

4.2 Responses to Initial Questions by the Agents
To answer RQ1, we examine participants’ initial responses to the
agents’ questions and the factors that may have led to various
deficiencies. We then investigate how the dynamic agents
overcame some of these deficiencies during the
information-gathering process.

4.2.1 Initial Response Deficiencies. Table 5 shows how often
participants’ initial responses were satisfactory across the different
agents according to the questions included in the initial prompt.
The table also reports the prevalence of the codes that led to these
determinations, providing insight into the communication
breakdowns that may have occurred during the interactions. We
found that the most common problem associated with
unsatisfactory responses was lacking depth, followed by lacking
clarity and informativeness. In fact, we observed that deficiencies
in depth and informativeness were often concurrent, indicating
that responses were both non-descriptive and shallow. Most of the
participants’ responses were relevant, although there were
exceptions across all three conditions.

Similar to the result reported in Section 4.1, the dynamic agents
solicited higher rates of satisfactory responses after their first
attempt at asking each question in the initial prompt compared to
the Questionnaire agent. However, a chi-squared test deemed that
the difference across the agents was not statistically significant
(𝜒2 = 3.34, 𝑛.𝑠 .); the same held true for chi-squared tests on the
four conversation metrics. There were more drastic differences
across the agents with respect to individual questions, but we did
not evaluate the significance of these differences due to a
combination of our sample size, the multiple comparisons problem,
and the heterogeneity of medical concerns in our study. Instead,
we applied a qualitative approach to examining the differences
across agents and questions.

Unsurprisingly, straightforward and closed-ended questions
yielded higher satisfaction levels among responses. For example,
Q3 required participants to rate their discomfort on a scale from
1 to 10, and Q10 required participants to list their allergies. We
observed rates of satisfactory responses above 85% across all three
agents, including the Questionnaire agent. Conversely, responses
to open-ended questions showed a marked decrease in success. Q1

required participants to explain the reason for their visit, while Q8
required participants to provide their medication history. Both of
these questions led to significantly worse rates of satisfactory
responses, with the latter even approaching 50% by some of the
agents.

A notable exception to this trend was Q13, a closed-ended
question that resulted in low rates of satisfactory responses across
all three conditions. Q13 required participants to report their
smoking, drinking, and recreational drug use. These questions are
often combined in clinical practice to understand patients’ social
history. However, asking about all these topics at once may have
led to ambiguous or unclear responses. As we observed in our past
work [57], participants may have also been reluctant to give
lengthy responses to these questions due to their sensitivity or
perceived irrelevance to their chief medical concern. Interestingly,
the rate of satisfactory responses to this question was the lowest
for the LLM agent (50.0%), followed by the Questionnaire agent
(61.5%) and the Wizard agent (75.0%). The Questionnaire agent
may have seen higher success compared to the LLM agent because
by the time the Questionnaire agent reached Q13, participants
realized that they had to be verbose since the agent was not
adaptive in any way. Meanwhile, a possible explanation for the
difference between the LLM and Wizard agents may be that the
Wizard was more proactive in changing the question’s wording to
be more clear.

4.2.2 Patterns of Question Modifications Made by the Dynamic
Agents. Upon further examination of the transcripts, we found that
the increased success exhibited by the dynamic agents could be
attributed to multiple changes they made to the wording of the
original questions in their prompt. Oneway that the dynamic agents
reworded the questions was by recognizing and acknowledging
what participants had said in previous responses. For example,
many participants mentioned their symptoms when explaining the
reason for their visit in response to Q1. When the Questionnaire
agent asked Q2 ("What symptoms are you experiencing?") without
any modification, participants had to repeat information they had
already provided, thereby detracting from the informativeness of
their response. The dynamic agents, on the other hand, were able
to acknowledge what participants had already said, allowing them
to get richer information with the next conversation turn:

Q1 – Questionnaire agent: What is the reason
for your visit today?"
P4: Ear pain
Q2 – Questionnaire agent: What symptoms are
you experiencing?
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Table 5: The percentage of questions with satisfactory responses across all three agents.

Questionnaire, Satisfactory % LLM, Satisfactory % Wizard, Satisfactory %Question
ID Overall C D I R Overall C D I R Overall C D I R
Q1 69.2% 92.3% 84.6% 84.6% 100% 68.8% 87.5% 75.0% 87.5% 100% 81.3% 93.8% 93.8% 87.5% 100%
Q2 61.5% 84.6% 100% 76.9% 84.6% 83.3% 83.3% 100% 100% 91.7% 66.7% 80.0% 100% 86.7% 93.3%
Q3 92.3% 100% 100% 100% 100% 93.8% 93.8% 93.8% 100% 100% 100% 100% 100% 100% 100%
Q4 76.9% 100% 100% 84.6% 92.3% 86.7% 86.7% 100% 100% 100% 86.7% 93.3% 100% 93.3% 100%
Q5 76.9% 88.5% 84.6% 92.3% 92.3% 93.8% 100% 93.8% 93.8% 100% 93.3% 100% 100% 100% 93.3%
Q6 69.2% 69.2% 100% 100% 100% 81.3% 84.4% 100% 100% 93.8% 100% 100% 100% 100% 100%
Q7 92.3% 100% 100% 100% 100% 87.5% 87.5% 93.8% 100% 100% 93.8% 100% 100% 100% 93.8%
Q8 53.8% 96.2% 65.4% 65.4% 100% 87.5% 93.8% 87.5% 87.5% 100% 56.3% 81.3% 75.0% 75.0% 100%
Q9 100% 100% 100% 100% 100% 87.5% 100% 87.5% 87.5% 100% 87.5% 93.8% 93.8% 93.8% 93.8%
Q10 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 87.5% 93.8% 87.5% 93.8% 100%
Q11 80.8% 84.6% 84.6% 100% 100% 87.5% 87.5% 87.5% 100% 100% 62.5% 87.5% 75.0% 81.3% 100%
Q12 84.6% 92.3% 92.3% 92.3% 100% 93.8% 93.8% 93.8% 100% 100% 100% 100% 100% 100% 100%
Q13 61.5% 92.3% 61.5% 61.5% 100% 50.0% 87.5% 50.0% 68.8% 100% 75.0% 87.5% 75.0% 87.5% 100%
Q14 92.3% 96.2% 100% 96.2% 100% 81.3% 93.8% 87.5% 87.5% 100% 83.3% 93.3% 83.3% 93.3% 96.7%
Q15 84.6% 92.3% 100% 92.3% 92.3% 96.9% 96.9% 96.9% 100% 96.9% 100% 100% 100% 100% 100%

Overall 79.7% 92.6% 91.5% 89.7% 96.9% 85.3% 91.8% 89.8% 94.2% 98.8% 84.9% 93.6% 92.2% 92.8% 98.1%
C: clarity, D: depth, I: informativeness, R: relevance

P4: I am having ear pain

Q1 – LLM agent: What is the reason for your
visit today?"
P50: insect bite
Q2 – LLM agent: To help the physician
prepare better for your visit, can you
share what symptoms you’re experiencing
due to this insect bite?
P50: rash, itchiness, redness, skin is
swollen near the bite

Another way that the dynamic agents reworded questions was by
prefacing them with empathetic remarks expressing condolences or
reassurance that they would receive sufficient care. These explicit
utterances of empathy may have encouraged greater disclosure
from participants, as illustrated by this example with P24:

Q1 – LLM agent: What is the reason for your
visit today?
P24: anxiety and depression
Q2 – LLM agent: I’m sorry to hear that
you’ve been experiencing anxiety and
depression. What specific symptoms are you
experiencing?
P24: difficulty sleeping, don’t want to
wake up in the morning, constant fear,
irritability, loss of interest in things I
used to like

4.3 Responses to Follow-up Questions by the
Dynamic Agents

To answer RQ2, we examine the utility and characteristics of the
follow-up questions that were asked by the dynamic agents.

4.3.1 Impact of Follow-up Questions. Table 6 shows how
follow-up questions by the dynamic agents affected their success
in collecting satisfactory responses. Across all questions, the LLM
agent improved its success rate by 2.9%, while the Wizard agent
improved its success rate by 7.2%. These improvements led to a
significant difference in the rate of satisfactory responses across
the three agents (𝜒2 = 17.28, 𝑝 < .01). Pairwise tests with
Bonferroni corrections revealed that the only statistically
significant difference was between the Questionnaire and Wizard
agents (𝜒2 = 15.77, 𝑝 < .01), although the difference between the
Questionnaire and LLM agents was nearly significant
(𝜒2 = 4.79, 𝑝 = .085). Most of the improvements demonstrated by
the dynamic agents came from the open-ended questions since
there was more room for improving participants’ initially
unsatisfactory responses. Significant improvement was also
observed in the sensitive Q13, with the Wizard agent achieving a
25% improvement in response quality.

4.3.2 Likelihood of Follow-upQuestions. Table 7 summarizes the
frequency of follow-up questions based on whether participants’
initial responses were satisfactory. When we examined the
likelihood of follow-up questions in reaction to initially
unsatisfactory responses, we found that the LLM agent added a
question 8 out of 37 (21.6%) possible times, while the Wizard agent
added a question 22 out of 41 (53.7%) possible times; this difference
was statistically significant (𝜒2 = 7.13, 𝑝 < .01). Although the
Wizard agent was far more proactive in remedying unsatisfactory
responses, there were still several instances where both dynamic
agents failed to ask follow-up questions. At the same time, there
were several instances when the Wizard agent asked follow-up
questions even when the initial response was satisfactory; the LLM
only did this once across 16 participants.

Table 8 illustrates how different deficiencies in participants’
responses influenced the likelihood of a follow-up question. Given
the aforementioned considerations of heterogeneity and sample
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Table 6: The impact follow-up questions by the dynamic agents had on their ability to improve response quality fromparticipants.
Empty entries indicate instances when the agent never asked a follow-up question.

LLM, Satisfactory % Wizard, Satisfactory %Question
ID

Questionnaire,
Final Satisfactory % Final Difference with

Follow-up Final Difference with
Follow-up

Q1 69.2% 68.8% – 87.5% +6.3%
Q2 61.5% 83.3% – 80.0% +13.3%
Q3 92.3% 93.8% – 100% –
Q4 76.9% 86.7% – 86.7% –
Q5 76.9% 93.8% – 100% +6.7%
Q6 69.2% 81.3% – 100% –
Q7 92.3% 87.5% – 93.8% –
Q8 53.8% 93.8% +6.3% 81.3% +25.0%
Q9 100% 100% +12.5% 93.8% +6.3%
Q10 100% 100% – 100% +12.5%
Q11 80.8% 93.8% +6.3% 68.8% +6.3%
Q12 84.6% 93.8% – 100% –
Q13 61.5% 62.5% +12.5% 100% +25%
Q14 92.3% 87.5% +6.3% 90.0% +6.7%
Q15 84.6% 96.9% – 100% –

Overall 79.7% 88.2% +2.9% 92.1% +7.2%

Table 7: The rate at which each agent asked a follow-up question depending on the quality of participants’ initial responses.

Initial Response
Satisfactory?

Agent
Follow-up?

Questionnaire,
N (%)

LLM,
N (%)

Wizard,
N (%)

No No 40 (20.3%) 29 (11.7%) 19 (6.7%)
Yes – 8 (3.2%) 22 (7.7%)

Yes No 158 (79.7%) 210 (84.7%) 217 (76.4%)
Yes – 1 (0.4%) 26 (9.2 %)

Table 8: The number of times the agents followed up on participants’messages when theywere lacking in one of the conversation
metrics, and the degree to which those follow-up questions led to satisfactory responses. Note that messages missing multiple
codes were double-counted in this analysis.

Response
Deficiency

LLM, N (%) Wizard, N (%)

Never
Followed

Up

Followed
Up with

Satisfactory
Result

Followed
Up with

Unsatisfactory
Result

Never
Followed

Up

Followed
Up with

Satisfactory
Result

Followed
Up with

Unsatisfactory
Result

Lack of clarity 19 (95.0%) 1 (5.0%) – 6 (40.0%) 8 (53.3%) 1 (6.7%)
Lack of depth 18 (69.2%) 7 (26.9%) 1 (3.9%) 4 (21.0%) 14 (73.7%) 1 (5.3%)

Lack of informativeness 8 (57.1%) 6 (42.9%) – 8 (47.0%) 7 (41.2%) 2 (11.8%)
Lack of relevance 4 (100%) – – 3 (60.0%) 2 (40.0%) –

size, we again resorted to qualitative methods to comment on how
the response deficiencies may have led to certain types of
follow-up questions.

4.3.3 Patterns of Follow-up Questions Asked by the Dynamic
Agents. Reviewing the transcripts associated with the dynamic
agents revealed four categories of follow-up questions. The first

category, probes for more detail when participants gave shallow
responses, was equally prevalent in the LLM and Wizard agents’
transcripts. The remaining three categories — conversational flow
management, clarification, and prompts for specificity — were
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more commonly exhibited by the Wizard agent. We elaborate on
these categories below.

LLM & Wizard Agents – Probing for More Detail: While the LLM
agent added fewer questions than the Wizard agent, it was equally
adept at following up on responses that lacked informativeness
and depth. This was particularly true when participants gave
generic and brief responses such as "sometimes" and "recently".
The LLM agent often overcame these deficiencies by encouraging
participants to provide more information, emphasizing the utility
of the information for the participant’s impending consultation.

Q14 – LLM agent: Understood. Do you have a
personal or family history of mental health
conditions?
P41: Yes
Q14 – LLM agent: Could you please provide a
bit more detail? Your privacy is respected
and this information helps us in providing
a complete care for you.
P41: Depression, anxiety, and BPD

Wizard Agent – Managing Conversation Flow: TheWizard agent was
more adept at recognizing situations when participants mentioned
multiple concerns. In these situations, the agent was able to guide
the conversation in a way that allowed participants to address
each concern separately. This capability enhanced the clarity of
participants’ responses, allowing them to focus on each of their
concerns more precisely. The following example illustrates the
Wizard agent using follow-up questions to this effect when probing
P33’s symptoms:

Q1 - Wizard agent: What is the reason for
your visit today?
P33: Hello, the reason for my visit today
is skin issues like ingrown hair and excess
of hair. Also, sensitivity to noise and
headache
Q2 - Wizard agent: I am sorry to hear about
it. Let’s go through them one by one.
First, tell me about your hair issues.
Where on the body are the ingrown hairs?
And are you experiencing excess hair growth
all over the body?
P33: The ingrown hair is mostly on the legs.
The excess hair is on the breasts, near the
hips and maybe legs?
Q2 Follow up – Wizard agent: Thank you for
this information. Now tell me more about
the light and noise sensitivity please?
P33: It is just noise issues. It is like
the noise [that is] louder that disturbed
[me] a lot. It is like the noise is too
near my ears, and gives me a headache

Wizard Agent – Clarifying Participant Response: The Wizard agent
also used their medical knowledge to determine when information
about participants’ medication history needed clarification. As
illustrated in the transcript below, the Wizard agent guessed the
type of medication P30 was referencing and asked a follow-up

question to confirm this assumption, which removed the
ambiguity from the initial response.

Q8 – Wizard agent: Are you currently taking
any medications? This also includes
over-the-counter medications and herbal
medications.
P30: yes - the pill
Q8 Follow up – Wizard agent: Does this mean
oral contraceptive pill.
P30: yes
Q8 Follow up – Wizard agent: Since how long
have you been taking it?
P30: about two years

Wizard Agent – Prompting for More Specific Information: We
observed that 26 out of 48 (54.2%) of the follow-up questions from
the Wizard agent happened even when the initial response was
satisfactory. As an example, P25 provided an adequate response to
a question about their symptoms, but the Wizard still prompted
further to inquire about when the symptoms were most prevalent.

Q2 — Wizard agent: What is the reason for
your visit today?
P25: Lower back pain
Q2 —Wizard agent: Sorry to hear about that.
What symptoms are you experiencing?
P25: severe pain when I stand for a while
and I feel hard to do the regular day-to-day
activities
Q2 Follow up—Wizard agent: That seems really
bothersome. Does it always come when you are
standing? or does it bother you at rest as
well?
P25: bothers when only when I am standing and
as soon as I wake up

4.3.4 Patterns of Lacked Follow-up Questions by the Dynamic
Agents. While both of the dynamic agents were generally effective
in asking follow-up questions that elicited more satisfactory
participant responses, there were occasions when they failed to
ask follow-up questions despite receiving an unsatisfactory initial
response. We report the trends in these scenarios below:

LLMAgent — Instances of No Follow-up: Unlike theWizard agent, the
LLM agent often struggled with cases when participants presented
with multiple symptoms. The LLM agent typically assumed that all
symptoms were related to the same medical concern and, therefore,
rarely asked clarifying follow-up questions to investigate the issues
separately. This approach led to ambiguous responses regarding
discomfort levels and symptom timelines.

Q1 – LLM agent: What is the reason for your
visit today?
P3: Brown patches on the face and after car
mishap I lose balance. Therefore meeting
doctor
Q2 – LLM agent: I’m sorry to hear that.
Let’s gather some more information about
your symptoms. What other symptoms are you
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experiencing?"
P3: Due to fibromyalgia, always body pain,
depression and anxiety.
Q3 – LLM agent: Thank you for providing that
information. How would you rate the
discomfort these symptoms are causing you
on a scale of 1-10?
P3: 6
Q4 – LLM agent: How long have you been
experiencing these symptoms, specifically
the brown patches on your face and balance
issues?
P3: 2 years

We also observed inconsistencies in whether the LLM agent
asked follow-up questions for similar sets of response deficiencies.
The following example bears many similarities to the one above, as
P31’s initial response was lacking in both depth and
informativeness. Instead of probing the participant for more in this
situation, however, the LLM agent moved on to the next question.

Q13 – LLM agent: Do you have a personal or
family history of mental health conditions?
P31: Yes.
Q13 – LLM agent: Thank you for sharing that
information. Do you have anything else you
want to discuss about your medical history?
P31: no

Wizard Agent — Instances of No Follow-up: Despite the Wizard
agent’s experience as a trained medical professional, there were
still several instances when they did not follow up on
unsatisfactory responses according to our conversational metrics.
We observed that the Wizard agent’s decision to ask follow-up
questions appeared to depend on the perceived relevance of the
information to the visit. In the example that follows, the Wizard
agent did not attempt to clarify the ambiguity surrounding P2’s
family medical history. Perhaps also sensing that the participant
did not want to go into detail, the Wizard decided to move on to
the next question.

Q1 – Wizard agent: How can I help you today?
P2: I currently have unknown swelling
within the jaw region.
...
Q11 – Wizard agent: Is there any medical
conditions that run in your family?
P2: Too many to list
Q12 – Wizard agent: Alright. Have you had
any hospitalizations?
P12: no

5 Discussion
In our discussion, we first relate our findings back to our initial
research questions. As we revisit these questions, we describe
potential design recommendations for future
information-gathering chatbots. We then discuss how our findings
might apply in other domains beyond clinic pre-consultation.
Finally, we discuss the limitations of our work and opportunities
for future investigation.

5.1 RQ1: Importance of Dynamic Question
Generation

We found that a dynamic and adaptive question-asking agent,
whether human or LLM-driven, outperforms a static one in
eliciting satisfactory responses from users. The following
subsections reflect on potential explanations for these
observations.

5.1.1 Initial Question Structure. We observed that some questions
given to the agents received relatively high rates of satisfactory
responses, even with the Questionnaire agent. These questions
were typically closed-ended, requiring simple yes/no answers or
numerical ratings along a scale. Closed-ended questions have the
advantage of being objective and easier to answer than their
open-ended counterparts, but they can also prematurely narrow
the scope of the conversation [114]. This is often problematic in
the medical domain, as patients may struggle to express their
concerns through a numeric rating or predefined options [50].
Robinson and Heritage [84] also found that patients do not
appreciate conversations that only involve closed-ended questions
since they feel it limits their sense of agency over their health
concerns. This is why physicians often use a combination of
open-ended and closed-ended questions [84, 87].

5.1.2 Changing the Line of Questioning. Even without follow-up
questions, we found that the LLM and Wizard agents were able to
gather more satisfactory responses from participants. This result
may be partly attributed to the flexibility the agents were given to
modify their question messages based on participants’ responses.
We observed several instances where these dynamic agents
skipped and reordered questions, limiting repeated questions
already answered in earlier conversation turns and grouping
related questions based on participants’ responses. These findings
align with previous research suggesting that streamlined
conversations with chatbots can lead to increased user
engagement and self-disclosure [18, 109]. In the medical context,
heightened engagement is particularly important because patients
are often required to provide a wide range of information [12].
Preparing for a clinical consultation can be stressful and
anxiety-inducing, as patients may worry about remembering
critical details or being misunderstood [11]. Therefore, gathering
information in a way that adapts to the natural flow of
conversation can alleviate some of the cognitive load on patients,
allowing them to focus on providing accurate and complete
information.

5.1.3 Rewording with Acknowledgment. Another factor that may
have led to better response quality without follow-up questions
was wording changes made by the dynamic agents. We previously
observed that our LLM agent frequently integrates phrases that
repeat or acknowledge what patients had previously told it [57].
This form of verbal mimicry, sometimes referred to as an "echo
effect", has been shown to scaffold rapport and comfort in human
conversations [51], including clinical consultation [5, 36, 58]. The
same may have happened in our study, ensuring that the
conversation stayed on topic and that new information was being
gathered with each turn.
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5.2 RQ2: Overcoming Response Deficiencies
with Dynamic Follow-Ups

While we observed that both dynamic agents were capable of
adapting to participants’ responses, the LLM agent was not nearly
as proactive in asking follow-up questions as the Wizard agent,
particularly when it came to lacking clarity. In the following
subsections, we propose several causes for these differences and
potential design implications for future conversational agents.

5.2.1 Adding Follow-up Questions. Even though the dynamic
agents exhibited different tendencies in asking follow-up
questions, these questions were almost always successful in
overcoming unsatisfactory responses when they were asked. This
confirmed our hypothesis that giving a conversation agent the
ability to follow up on messages enhances the quality of
information gathered from the user. Similar to echoing
participants’ previous responses, asking relevant follow-up
questions is only possible when the agent adapts to what the other
person is saying. This affordance leads to a more personalized and
responsive interaction, fostering a sense of being understood.

5.2.2 Handling Ambiguous Language. Human conversations
frequently involve subtle cues such as tone, phrasing, or context to
make conversations more efficient [53]. Missing these cues can
result in misunderstandings [29], so humans develop the ability to
identify ambiguity in language and ask clarifying questions when
needed. LLMs, on the other hand, are often trained on curated and
vetted data [19], so they are not explicitly trained to deal with
ambiguous content. This problem is exacerbated by the fact that
ambiguity can be specific to domains including
medicine [32, 35, 96].

For vague terms that do not require domain knowledge (e.g.,
"sometimes", "recently"), we observed that follow-up questions by
the dynamic agents help provide more specificity. At the same
time, we observed that the LLM agent was not always consistent
in when it asked for clarification. This inconsistency may be due to
some combination of the LLM’s temperature setting, which
regulates the creativity and randomness in its outputs, and the
context accumulated from earlier conversation turns. One way to
predispose a chatbot to ask more follow-up questions is by using a
fine-tuning technique called alignment with perceived ambiguity
(APA) [46]. This approach encourages the LLM to make its own
assessments of perceived ambiguity and the amount of
information gain that can be had from disambiguation. Even
though the prompt given to our LLM agent had an explicit
statement to clarify vague responses ("You should follow up on
questions whenever the response given by the user is vague"),
encoding this behavior at the level of model training and
alignment may prove more fruitful.

While the aforementioned techniques can help an LLM detect
and disambiguate general language, domain-specific training
would inevitably be beneficial to account for terminology that
requires expert knowledge (e.g., "the pill"). The LLM in our study
used a generic GPT-4 model rather than a model like
Med-PaLM [93] trained specifically for medical applications. We
made this choice to ensure that the LLM agent had sufficient
capabilities to lead an engaging conversation with participants.

Patients typically do not explain their medical concerns or history
using domain-specific language, so there were not any concerns
about having a model that could not understand expert vocabulary.
Nevertheless, future designs for pre-consultation chatbots could
consider incorporating medically trained LLMs to help identify
when topics require disambiguation.

5.2.3 Handling Multiple Concerns Simultaneously. The LLM
agent’s occasional inability to track multiple medical topics at the
same time may also be partly attributed to the fact that it did not
include the domain-specific knowledge that would have helped it
decide when topics should be separated. However, there are
domain-agnostic techniques that could be used to remedy this
solution. Specific prompting can be added to help LLMs account
for situations when patients present with multiple medical issues,
encouraging them to separate out a new line of questioning for
each one. Chain-of-thought prompting helps LLMs break down
complex conversations [66, 113], while retrieval-augmented
generation helps LLMs retrieve and incorporate earlier
information [56]. However, both approaches have limitations:
chain-of-thought can miss subtle details, and retrieval-augmented
generation may introduce inconsistencies if the retrieved data does
not align with the ongoing dialogue. To address these issues,
future designs could explore hybrid techniques like
retrieval-augmented thought (RAT) [105] to dynamically track and
integrate user inputs across extended conversations.

5.2.4 Scoping the Goal of the Conversation. While Grice’s maxims
provided us with metrics for evaluating dialogue at every
conversation turn, they overlook some subtleties in the context of
the conversation at a higher level. In our analysis of the follow-up
questions, we observed that the Wizard agent’s decision to initiate
further inquiry was often guided by the broader context of
participants’ expectations and needs. This awareness enabled the
Wizard agent to prompt for additional information when it
perceived participants had more to share, as evidenced by the
follow-up questions about symptoms even when the initial
responses were already satisfactory. This judgment may have also
influenced the Wizard agent’s decision to forgo asking follow-up
questions to unsatisfactory responses that seemed less pertinent,
instead prioritizing keeping the conversation on track.

Clinical pre-consultation questionnaires are designed with the
sole goal of collecting answers to a pre-defined list of questions.
We argue that intake nurses who conduct pre-consultation operate
on a much broader and patient-centered goal: gathering all the
information patients wish to express and may not know to express
within a reasonable amount of time [97]. This skillful balance
between proactive probing and efficient conversation is a core
aspect of patient-centered care [26, 72]. While the LLM agent in
our study was proficient at keeping the conversation on track, the
balance was not always in favor of encouraging patients to speak
more about their concerns and priorities. As our work strives to
make pre-consultation chatbots more along the lines of intake
nurses, we believe that chatbots in this space should do more than
react to patients’ responses; they should actively listen and infer
relevant topics to give patients more opportunities to share what is
on their mind [37, 43, 55, 83]. One way to do this is by
encouraging chatbots to consider pertinent negatives, which are
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symptoms that are expected but absent [75]. Although differential
diagnosis is explicitly not a goal of pre-consultation, provoking
questions related to pertinent negatives may provide one avenue
of operationalizing probing beyond the one-size-fits-all questions
of pre-consultation. This affordance would help patients not only
experience more efficient consultations but also become better
advocates of their own care.

5.3 Generalizing Beyond Clinical
Pre-consultation

While some of our design considerations are specific to clinical
pre-consultation, our analysis method and many of our findings
can be generalized. The conversation metrics we developed —
clarity, depth, informativeness, and relevance — can be used to
assess the information-gathering quality of many existing health
chatbots. Examples include triaging chatbots that prioritize patient
cases based on information gathered about the severity of patient
concerns [54, 62, 111], post-operative chatbots that monitor
recovery and gather feedback following surgery [15, 24, 110], and
mental health chatbots that provide companionship and deliver
CBT treatments over extended periods [3, 23, 79]. By applying
these metrics, developers and researchers can systematically
improve the information-gathering capabilities of their chatbots
before focusing their attention on task execution (e.g., patient
ranking and personalized feedback).

Furthermore, our findings on how dynamic agents adapt and
follow up on unsatisfactory user responses can be extended to
areas beyond healthcare. In customer service, for instance,
chatbots are often criticized for failing to understand customer
needs [31]. Designing chatbots that ask follow-up questions to
clarify and confirm their understanding of customers’ concerns
can improve service interactions and increase customer
satisfaction. Similarly, in technical support, chatbots frequently
struggle to identify and address multiple interconnected problems
accurately [82]. Equipping chatbots with the ability to ask
follow-up questions to untangle complex queries can help manage
conversations and address issues one at a time. Finance [73] and
legal consultation [81] are other areas with a growing chatbot
presence. These use cases often require gathering detailed and
precise information to provide accurate and tailored advice.
Designing chatbots that can effectively prompt and probe for more
specific and relevant details ensures they address user needs
comprehensively and minimize miscommunication errors. These
examples show that, regardless of the domain, adaptive
information gathering and effective conversation management are
crucial for improving chatbot utility. By applying these principles,
designers in various industries can build more efficient,
user-friendly systems that offer meaningful, productive
interactions.

5.4 Privacy and Ethical Considerations
Unlike health chatbots designed to triage or diagnose patients,
pre-consultation chatbots delegate decision-making to trained
medical professionals, but this does not absolve pre-consultation
chatbots from privacy and ethics considerations. In many parts of
the world, doctor-patient confidentiality protects patients’ privacy

when they discuss sensitive topics with physicians [17]. This
principle applies to intake nurses as well, but since patients know
they will eventually consult a physician, they may avoid
extraneous disclosure if they deem the information too sensitive or
less relevant to their medical concerns. Intake questionnaires and
pre-consultation chatbots must also adhere to strict privacy
regulations, enforcing that information is only accessible to
healthcare providers who need it. Still, the knowledge of having
information logged electronically may discourage some patients
from sensitive disclosure, especially if the data goes through a
third-party software developer [64, 67]. While all of these factors
may deter disclosure, we previously observed that some patients
might actually feel more comfortable disclosing sensitive
information with a chatbot because they do not have to worry
about being directly observed by a human who may judge their
responses [57].

One way of addressing these considerations around privacy and
confidential disclosure is by carefully considering how information
gathered by the chatbot is shared and stored with other entities. In
our study, a medical resident summarized each encounter with the
chatbot before handing off the information to the patient’s
assigned physician. These summaries provided a couple of benefits
over complete transcripts. It was less time-consuming for
physicians to read the summaries between their consultations, and
the summaries were concise enough that physicians could use
them to document cases in their electronic medical records (EMR).
Our study design also allowed physicians to decide what
information to document and what to omit, which may not be the
case for deployments that are fully integrated with EMR systems.
Therefore, future deployments could consider designing
summaries for different purposes. For instance, a chatbot could
provide a complete summary to physicians but abstract or redact
sensitive information in the one stored in the EMR; this
arrangement would still give physicians the power to document
sensitive information provided they deem it important and receive
patient consent. Even if only a single summary is generated, this
step in the workflow yields a prime opportunity for patients to
review, modify, redact, and consent to the information that is
being shared and documented.

5.5 Limitations and Future Work
While both the LLM and Wizard agents were more successful in
eliciting satisfactory responses from participants compared to the
Questionnaire agent once follow-up questions were included in the
analysis, the other tests and comparisons did not lead to statistically
significant results. This may be due to our modest study cohort of 45
patients, so a larger sample size may strengthen the claims that can
be made about our observed trends. The lack of a strong result may
also be attributed to the diversity of medical concerns participants
presented in our study. Some participants had simple concerns
like physical injuries, in which case the Questionnaire agent was
likely just as effective as the dynamic agents in performing intake.
Other participants had more complicated or multi-faceted concerns,
providing more opportunities for the dynamic agents to excel. We
found it difficult to consolidate these cases into cohesive categories,
but future work could consider repeating our study in a setting
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other than a walk-in clinic where patients present with complex
but homogeneous concerns.

Another limitation of our analysis lies in how we categorized
the information gathered. We annotated transcripts with binary
codes corresponding to our conversation metrics, and we
examined these codes at the level of conversation turns. This
procedure provided consistency in how we compared transcripts
across patients with varying levels of verbosity or case complexity.
However, we may have lost some of the nuances in the broader
context of the consultation process, namely physicians’
satisfaction with the resulting information. We envision that
future pre-consultation chatbots will include a mechanism for
automatically summarizing the conversation transcripts into an
easily digestible format for physicians. With enough
instrumentation, it may be easy to track whether elements from
these summaries are incorporated into patients’ electronic medical
records. This workflow from pre-consultation to medical
documentation provides ample space for exploration.

6 Conclusion
In this work, we examined the extent to which a pre-consultation
chatbot is able to elicit information from patients relative to a
medical professional and a static questionnaire. We observed that
both dynamic agents — the Wizard and LLM — adapted their
language and used follow-up questions to gather more satisfactory
responses according to the metrics we adapted from Grice’s
maxims: clarity, depth, informativeness, and relevance.
Nevertheless, we found that the wording of the initial question and
the deficiencies in participants’ initial responses influenced when
the agents decided to follow up further. Although these
observations are grounded in a clinical context, the insights were
drawn using an evaluation approach that dissected the
information-gathering process. Our work highlights many design
implications for chatbots across domains ranging from customer
service to public health, including the importance of having
explicit features that encourage follow-up questions and account
for concurrent topics.
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